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Abstract

This paper describes a case study on a baseband data transmission system developed for undergraduate students studying communication engineering. Theoretical material, developed in the lectures, is briefly covered. A practical system is presented with pre-detection filtering being employed to improve the bit error rate. A simulation of the complete system is carried out on a Sun work station using the MATLAB simulation package. Simulation and theoretical results are compared.

1 Introduction

Increases in computing power has provided researchers and educators with a very useful tool, as a current, general purpose PC is powerful enough to run many complex communication and signal processing tasks without expensive, add-on hardware. The implications for engineering education are profound. With high level, mathematical computing languages such as MATLAB [1 - 4], COMDISCO [5], COSSAP [6 - 8], OPNET [9], Ptolemy [10], etc. simulating communication systems has become achievable and one can visualise the results almost immediately. This paper shows how a communication channel can be modelled using MATLAB and practical, simulated and theoretical results are compared; cementing the students understanding in all three areas simultaneously and resulting in a significant leverage of the students ability compared to tackling the areas separately.

In present day usage, the terminology ‘data communications’ is generally understood to mean the use of encoded digital code streams to allow the communication of information from one digital data device to another. A digital device could be simply a computer, a computer
terminal, a high speed printer, a data logging devices or any other type of device whose input or output is a digital data stream. The signal can be directly transmitted over a pair of wires or it can be used to modulate some form of carrier signal which is then sent over an audio, RF, or optical link to the receiving end. The former technique is called baseband signalling and is usually now only used for relatively short distances (less than several kilometres). There are several common means by which the bit stream can be converted into an electrical baseband signal. Here, we are only considering the bipolar non return-to-zero (NRZ) format. However, the system developed can easily be adopted to other formats and students should be encouraged to try to transmit different line codes. In this paper we first introduce the basic theory, discuss the implementation of a practical system, simulate the system using MATLAB, and compare the simulation results with the theoretical results.

2 Theory
Consider transmitting a binary data pattern of 0101 (alternate marks and spaces) over a communication channel in the presence of Gaussian noise. Errors may be generated at the receiving end when determining the actual symbols transmitted. The quality of information received is represented by the output bit error rate which is related to the predetection signal to noise ratio (SNR). We wish to evaluate the probability of error at any instant during which the signal plus noise is sampled.

In the case of NRZ pulse sequences the probability density functions of the signal plus noise and of the noise alone are both Gaussian, see figure 1. Setting a threshold voltage gives rise to the chance of errors occurring, and the probability of an error is given by the area shown by the hatched lines. By inspection, if either symbol, 0 or 1, is equally likely to be transmitted, then the threshold voltage should be set halfway between the expected signal amplitudes to make the probability of error equal for either case. The probability of error that 1 will be mistaken for a 0 or vice versa is then:
\[ P_e = \frac{1}{\sqrt{2\pi N}} \int_{-\infty}^{\infty} \exp \left( \frac{-x^2}{2N} \right) dx \]  

where \( N \) = rms noise power and \( x^2 \) = mean square value of the received signal amplitude \( A \). The integral is not easily evaluated. It is, however, directly related to the error function, tabulated values of which are readily available in mathematical tables. Thus, the probability of error \( (P_e) \) may be shown as [11]:

\[ P_e = 0.5 \text{erfc} \left( 0.35 \frac{A}{\sqrt{N}} \right) \]  

As can be seen \( P_e \) is a function of the peak signal voltage \( (A) \) and the rms noise power. In many applications \( A/\sqrt{N} \) may not be large enough to provide a tolerable \( P_e \). \( A/\sqrt{N} \) also depends on the filter transfer function and signal shape. The particular shape of the received signal is not important. Rather, the question to ask is: for a given signal shape, is it possible to choose a receiver filter transfer function to maximise \( A/\sqrt{N} \)? The answer is yes, and this is done by pre-detection signal processing. The most common technique used is a matched filter just prior to detection. Matched filters compress the energy of the input pulse, which is spread over one bit interval \( (T) \), so that the amplitude reaches a maximum at one point at \( t = T \).

Suppose a mark of amplitude \( A \) is received in the absence of noise, giving a signal sample \( AT \) at the matched filter output (integrated over one bit period). In the presence of noise, the mark signal will be in error if the integrated noise value at the sampling instant is more negative than \(-AT/2\). Following a similar analysis as in [11, 12], it can be shown that the probability of error \( P_e \) for the received unipolar NRZ message using a matched filter is a function solely of the energy in the signal \( E = A^2T \), and the noise power spectral density \( \eta_o \) as given by:

\[ P_e = 0.5 \text{erfc} \left( 0.5 \frac{\sqrt{E}}{\eta_o} \right) \]  

Note, that the dependence on the signal shape has been eliminated by use of the matched filter, and the peak \( \text{SNR} \) is now defined as \( \text{SNR} = 2E/\eta_o \) [11, 12].

The complications of practical implementation of an ideal integrator suggest an approximation, e.g. a simple \( RC \) network with an impulse response of:
\[ h(t) = k \exp(-kt) \quad 0 \leq t < \infty; \quad k = \frac{1}{RC} \]
\[ = 0 \quad \text{elsewhere} \quad (4) \]

To approximate matched filter performance employing linear filters, in this case an RC network, it is essential to optimise the circuit parameter with respect to the input pulse signal. With white noise at the input, the output SNR is given as [11]:

\[ \text{SNR} = \frac{2E}{N_o} \cdot \frac{2(1-e^{-kT})^2}{kT} \quad (5) \]

where \( N_o = 4N/k \). The only parameter that can be optimised is the RC time constant. \( \text{SNR} \) can be optimised with respect to \( k \) by taking the partial derivative of (5), setting the result equal to zero, and solving it using numerical methods. Thus, the optimum time constant is:

\[ RC = \frac{1}{k} = \frac{T}{126} \quad \text{and} \quad f_{3dB} = \frac{126}{2\pi T} \quad (6) \]

Substitution of (6) into (5) yields the maximum value of \( \text{SNR} \) at the filter output:

\[ \text{SNR}_{\text{max}} = 0.815 \cdot \frac{2E}{N_o} \quad (7) \]

Therefore, the output \( \text{SNR} \) of the optimised RC filter at \( t = T \) is 82 percent of that of the matched filter. This indicates that the performance of the optimised RC filter is only 0.9 dB below that of the matched filter. The above relationship can also be observed by plotting the deterioration factor \( (2(1-e^{-kT})^2/kT) \) against \( kT \), see figure 2 (without ISI).

When the filter bandwidth is less than the optimum value the noise power will be reduced, but the pulse is distorted and there is significant intersymbol interference (ISI). When the bandwidth is larger than optimum, the output pulse is sharper and ISI is reduced, but more noise is passed. Therefore, a compromise has to be reached between rejecting noise and reducing ISI. The worst case combination of ISI occurs when a data 0 follows a 1 being transmitted, and is given as \( ISI = Ae^{-kT} \). For the optimum value of \( kT \) the value of ISI is 0.282 or −11 dB relative to the peak value of \( A \). This means that with the optimum \( kT \), although the maximum value of the SNR is 82% of that for the matched filter, the ISI can
be as much as –11 dB, which is too large. At –24 dB, then $kT$ is 2.25 (see figure 2) and the $SNR = 0.7(2E/No)$, or only 1.49 dB below that of the matched filter. In order to reduce ISI further to, say, –30 dB the $kT$ is 3.43, and the $SNR = 0.568(2E/No)$ or –2.45 dB relative to that of the matched filter.

The above relationship can also be observed by considering the probability of error, taking into account ISI. This can be shown as:

$$P_e = \frac{1}{2} \text{erfc} \left[ \frac{E}{N_0 kT} \frac{1-e^{-kT}}{1+e^{-kT}} \right]$$  \hspace{1cm} (8)

This is very similar to equation (2) except for the deterioration factor $\alpha_d$:

$$\alpha_d = \frac{2}{kT} \left( \frac{1-e^{-kT}}{1+e^{-kT}} \right)^2$$  \hspace{1cm} (9)

By comparing this with the equivalent expression for the matched filter it can be shown that for $kT = 2.25$, see figure 2, the $RC$ network will degrade the receiver so that an extra 2.35 dB of transmitter power is required to achieve the same error rate as that of the matched filter. The ISI can be reduced without significantly degrading the $SNR$ enhancement properties of the optimised $RC$ filter. When the ISI is 20 dB or more below the output pulse level at $t = nT$, it can be considered negligible.

3 System Operation

Figure 3 shows the basic block diagram of a baseband data transmission system. The transmitter is simply a clock generator, with a frequency of 2 kHz, feeding a message generator. The message generator produces a sequence of non-return to zero pulses which is then converted into bipolar signals by using a series capacitor. The channel is simulated with an adder mixing white noise (via a filter of 20 kHz bandwidth) to the data. At the input of the receiver pre-detection filtering is employed to enhance the signal to noise ratio thus reducing the probability of bit error. A comparator is used as a decision making device. At high $SNR$
the comparator will regenerate the transmitted data sequence with negligible probability of error, although there will be some jitter due to the displacement of the data signal edges. However, this is very small and is neglected in this exercise.

To measure errors, the original data is then delayed for one bit period, to compensate for the signal delay in the pre-detection filter, before being compared with the output of the comparator. The comparison operation is done by an error detection unit which generates a sampling window and produces an output pulse for every error that occurs within the window, see figure 4. For maximum SNR the sampling pulses must be aligned in time with the peak signal output from the pre-detection filter. An external counter is employed to count the error pulses and the error rate is determined for various signal to noise ratios as measured at the input to the receiver filter. The complete system circuit diagram is shown in figure 5.

Two types of pre-detection filters are used, a first order RC filter and a matched filter (or correlator detector). For the rectangular data pulse shape, the correlation detection simplifies to a reset integrator without the need for multiplication by a local reference sequence. This is realised by using an analogue gate to reset an operational amplifier integrator, see figure 6.

The bandwidth of the RC filter is obtained from figure 2. For maximum deterioration factor with ISI (thus minimum $P_e$) $kT$ is 2.25, which corresponds to a filter cut-off frequency of 716 Hz. This is best illustrated by plotting $P_e$ against filter bandwidth, see figure 7, which shows that for a 1010 repetitive data pattern the desired bandwidth of the filter is $\sim 400$ Hz as expected. However, using this value will result in greater ISI for random data which can be avoided by increasing the bandwidth to around 716 Hz with very little change in $P_e$.

The error detection unit has three input waveforms, namely, the received data, the initial transmitted data and the sampling pulses which are derived from the clock. Either the data or the sampling sequence may be delayed before error detection. Here, the sampling sequence is
delayed using two pulse generators, where P1 sets the required delay and P2 regenerates the sampling pulse width (see figure 3).

4 Results & Discussions
4.1 Hardware design
Students should be asked to measure the rms voltage values of the signal and the noise separately at the input of the receiver filter. Since the pre-detection filter will distort the spectral content and the amplitude of the input signal, it is appropriate to introduce a correction factor in the SNR analysis. Thus, the normalised SNR is given as [13]:

\[
SNR = \frac{E}{N_0 B_{eq} T}
\]  

(10)

where \( B_{eq} \) is the noise equivalent bandwidth of the filter and \( T \) is the data bit duration. \( E/No \) may be written as:

\[
\left| \frac{E}{N_0} \right|_{dB} = 20 \log \left( \frac{\text{Signal rms}}{\text{Noise rms}} \right) + 10 \log (B_{eq} T)
\]

(11)

and the rms voltage at the output of the filter \( V_o |_{rms} = \sqrt{\frac{1}{T} \int_0^T V_o^2 (t) dt} \), where \( V_o (t) \) is the filter output signal. Therefore the energy to noise ratio may be written as:

\[
\frac{E}{N_o} = 20 \log \left( \frac{\text{measured signal rms}}{\text{noise rms}} \right) + 10 \log B_{eq} T + 20 \log \left( \frac{A}{V_{o rms}} \right) \text{ dB}
\]

(12)

The last two terms are the correction factors which are calculated for each filter as follows:

a) For RC filter: - \( B_{eq} = k/4 \) and \( V_o (t) = A(1-0.9e^{-t}) \), for \( T = 0.5 \text{ ms} \), \( k = 4500 \) and \( V_o |_{rms} = 0.624 \text{ A} \). So equation (12) may be written as:

\[
\frac{E}{N_o} = 20 \log \left( \frac{\text{measured signal rms}}{\text{noise rms}} \right) + 2.77 \text{ dB}
\]

(13)
b) For the matched filter:

\[ B_{eq} = \frac{0.5}{T} \text{ and } V_0(t) = \left( \frac{A}{T} \right) t \text{ for } 0 < t < T. \]

Thus the \( V_{o|\text{rms}} = A/\sqrt{3} \).

3. Therefore:

\[
E_{\text{No}} = 20 \log \left( \frac{\text{measured signal rms}}{\text{Noiserms}} \right) + 1.77 \text{ dB}
\]  

(14)

Students should be asked to produce a table of results showing the number of errors, for a given time period (e.g. 1 min), measured for various SNR and the probability of error (which can be calculated as: \( P_e = (\text{No. of errors/sec})/\text{dat rate} \)).

Students should be asked to plot \( P_e \) against \( E/No \) for both filters as shown in figure 8. The theoretical curve is obtained from equation (5). As expected at low \( E/No \) all the curves approach a probability of error of 0.5. As \( E/No \) increases the difference between the curves increases, with the matched filter closely following the ideal response. The RC filter shows a degradation of \( \sim 2 \text{ dB} \) compared to the matched filter at higher \( E/No \). Simulated results obtained for both filters confirms the theoretical prediction almost exactly.

4.2 Computer simulation

The complete system is modelled using the simulation package MATLAB. The advantage of performing a computer simulation of a complex system is that significant changes can be made readily. This allows testing of the system using idealised processing elements which might otherwise take a significant time to design and realise in hardware. In addition, the simulation can support the hardware design by giving optimised component values for crucial parts of the system. It is to be remembered that the hardware system is continuous i.e. all elements of the system are active at once. In the software simulation, code is executed sequentially and discrete data is used. Therefore, blocks of data are processed, one at a time. Data is transmitted around the simulation in vectors and arrays.

In this application, MATLAB allows simulation of the following elements:

- message generator - using square wave generator
- noise source - using the rand function
- mixing and amplification - using basic algebra
- filtering - using digital filter functions
- spectral measurements - using the Signal Processing Toolbox
- comparator - using arithmetic and the Toolbox program control function

**Program description**

*Initial set-up*: The program starts with the initial set-up of sampling frequency, number of sets, and time vector. The sampling frequency is chosen to represent fully the original signal where several samples must match the message signal within the period. A multiple of 2 is selected as the number of samples to fulfil the FFT requirements. See [14] for Matlab code for this and the other routines discussed below.

*Generation of Message signal*: The message signal is a square wave (bipolar) with an amplitude of 1V and a frequency of 1 kHz. After generation of the message signal, the power spectral density (PSD) is calculated and both message and PSD are shown on the screen.

*Limited channel bandwidth*: A low-pass RC filter is used to simulate the transmission channel. The bandwidth of the RC filter is 20 kHz. The RC filter can easily be simulated as a first order Butterworth filter using the filter functions provided by the Signal Processing Toolbox of MATLAB.

*White noise generation*: White noise, generated within MATLAB, is normally distributed with a mean value of 0 and a variance of 1. In order to get several results regarding the noise level the noise amplitude should be variable. Before amplifying, which is used to make the amplitude of the noise changeable, the signal is band limited by a third order Butterworth filter to 20 kHz. (The noise generator, used in the hardware model, is band limited at that frequency.)

*Mixing message signal and noise*: Mixing of original signal and noise is carried out by adding these two signals together. The result in time domain and frequency domain is shown in figure 9. Most important for reconstitution of the transmitted signal is the dominance of the first harmonic, as can be seen in figure 9.
**Pre-detection filter:** The filter is simulated by using the Butterworth filter functions of MATLAB. The bandwidth of the filter is made variable in order to show the effect of different bandwidths of the filter upon the error rate. Again the PSD can be calculated and the output signal shown in time and frequency domain.

**Matched filter:** A matched filter basically integrates the incoming signal over one bit period, starting each bit period with the initial value of zero volt. In discrete signal processing this can be accomplished by summing the samples over one bit period and resetting the signal to zero at the end of each period. The reset time can be calculated in terms of samples since the nature of the original signal is well known. In this case one bit contained 50 samples. The output of the matched filter is shown in figure 10.

**Error detection:** The quality of the transmission link can be judged by counting errors. Therefore, a subroutine counts the number of errors for the $RC$ and matched filters. The routine relies on the predetermined vectors 'mess' (original signal), 'receiv' (pre-detection filter output), and 'matched' (matched filter output). These signals are observed and an error detection is carried out at the end of each bit period. Further processing compares the original and received signals and counts the number of errors. The total number of errors as well as the probability of errors are output.

**SNR calculation:** At the end of the program the $SNR$ is calculated. This is carried out by transforming the standard equations into a form suitable for MATLAB. The results are then written onto the screen.

The simulation results obtained for both types of pre-detection filters are shown in figure 8, in comparison with practical measurements. It matches almost exactly the theoretical results, thus confirming the chosen values for the $RC$ filter. In addition, figure 7 shows that, with an alternate marks and spaces pattern, the optimum bandwidth for the $RC$ filter is $\sim 400$ Hz.

**5 Conclusions**
A simple baseband data transmission system has been designed, simulated and built. Simulated results are in agreement with the theoretical predictions. The results indicate that there is a 2.35 dB degradation in $E_{\text{in}}/N_0$ when employing an $RC$ filter as a pre-detection component compared with a matched filter.

It was noted that students of average ability gained in awareness of the theory, probably from having to reconcile the theoretical and simulation results. The real benefit however appeared to be for the more able students, who were able to explore the theory and ask “what if” questions which they could then answer using the simulation. Indeed two of the students who did this case study are co-authors of this paper.

The advantage of performing a computer simulation is that it allows system designers to make significant changes and try many more approaches in a shorter time than would be possible using real hardware. It also allows one to test the system using idealised processing elements which may take a significant time to design and realise in hardware. Software simulation assumes ideal components with exact values, whereas practical results are subject to component tolerances etc. Finally, the combination of theory, simulation, and laboratory experiments has much to offer when compared to more traditional text based instruction only.
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